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ABSTRACT 
 

Recent work in international political economy has identified two key political factors 
influencing IMF lending decisions: the economic and geopolitical interests of the United States, 
and the rent-seeking behavior of IMF bureaucrats.  This article addresses potential problems with 
each of these approaches, as well as potential inconsistencies between them.  First, it argues that 
focusing exclusively on American interests overlooks the importance of other powerful states 
within the IMF, as well as the effects of preference heterogeneity among these states on Fund 
lending decisions.  To illustrate this, I present a “common agency” model of IMF lending, in 
which the Fund’s five largest shareholders, the “G-5” countries (US, UK, Germany, Japan, 
France), exercise de facto control over IMF lending decisions.  Second, the paper also argues that 
the IMF staff’s autonomy – and therefore the extent to which G-5 governments influence Fund 
lending decisions – is conditional on both the intensity and heterogeneity of G-5 interests.  Using 
an original dataset of IMF lending to 47 countries from 1984-2003, I find strong support for this 
model and its hypotheses.  Ultimately, both powerful states and IMF bureaucrats influence Fund 
policymaking, but the IMF is neither the servant of its member-states nor its own master. 
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Introduction 

Over the last two decades, the International Monetary Fund (IMF) has played an 

increasingly prominent role in global financial governance.  As the primary lender to developing 

countries facing financial crises, the IMF provided over $400 billion in loans from 1984 to 2003, 

ranging in size from less than $10 million to over $30 billion.  Many of these loans far exceeded 

the amount the borrower countries were eligible to receive based on their allotted IMF “quota,” 

while others were significantly smaller than their quota share.1  Likewise, conditionality – the 

policy reforms a country must implement in exchange for IMF credit –varied widely over this 

period.  Some IMF loans included numerous conditions, while others contained relatively few.  

This variation presents a puzzle: how and why does the IMF make lending decisions, and what 

explains patterns of variation in the size and terms of its loans? 

Despite an extensive empirical literature, scholars continue to disagree about the key 

determinants of the IMF’s lending policies.2  Some argue that the Fund is a technocratic 

institution whose policies are determined largely by macroeconomic criteria and concerns about 

global financial stability (Knight and Santaella 1997).  Others argue that the IMF’s decisions are 

driven by one or more political factors, including the financial and geopolitical interests the 

United States (Dreher and Jensen 2007, Broz and Hawes 2006, Oatley and Yackee 2004, Stone 

2004/2002, Thacker 1999), political institutions in borrower countries (Vreeland 2005/2003), 

and/or the bureaucratic incentives of the Fund’s staff (Dreher and Vaubel 2003, Vaubel 1991).  

Thus, the empirical literature reinforces popular stereotypes of the IMF, which is described by 

politicians and the media as an unaccountable technocracy, as a group of “silk-suited dilettantes” 

                                                 
1 The IMF operates like a credit union: each member-state contributes to the Fund’s “quota” resources and is eligible 
to borrow in proportion to these contributions. 
2 See  Joyce 2004 and Steinwand and Stone 2008 for excellent surveys of recent empirical studies in both economics 
and political science. 
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enjoying “champagne and caviar at the expense of [American] taxpayers,”3 and as the United 

States’ “lap dog.”4  Quite clearly, the Fund cannot be all of these things simultaneously, yet the 

existing literature provides few tests of whether, to what extent, and under what conditions the 

IMF conforms to each of these stereotypes.  Indeed, our current knowledge of the political 

economy of IMF lending leaves many critical questions unanswered: How important is politics 

relative to economics?  Are some lending cases more politicized than others?  Is the IMF the 

“servant” of its largest shareholders or an autonomous “master”?  Does this vary over time and 

across cases?   

In this article, I seek to answer these questions and to explain the substantial variation in 

IMF loan size and conditionality over the last two decades.  Drawing on principal-agent theories 

of international institutions, I treat IMF policymaking as a case of common agency in which the 

“agent” (the IMF staff) acts on behalf of a “collective principal” comprising the Fund’s five 

largest shareholders, the “G-5” countries (US, UK, Germany, Japan, France), which exercise de 

facto control over the Fund’s ultimate decision-making body, the Executive Board (EB).  At the 

same time, the IMF staff enjoys substantial autonomy, given its lead role in negotiating, 

designing, and proposing lending programs.  Ultimately, both states and IMF bureaucrats 

exercise partial but incomplete authority over Fund lending decisions. 

This common agency framework yields two central hypotheses.  First, it emphasizes that 

the US government does not unilaterally control IMF decision-making.  While the US remains 

the Fund’s largest and most influential shareholder, the other “G-5” countries also exert 

substantial influence within the EB.  Consequently, both the collective intensity of these 

countries’ preferences and the degree to which their interests coincide or conflict (preference 
                                                 
3 Senator Lauch Faircloth (R-NC), quoted in The Atlanta Journal Constitution, March 31, 1998. 
4 David Sanger, New York Times, October 2, 1998. 
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heterogeneity) should be key determinants of variation in Fund lending decisions.  In contrast to 

both popular perceptions and recent scholarly analyses, the common agency approach therefore 

stresses that the IMF – while disproportionately influenced by a handful of industrialized 

countries – is not simply a conduit for American interests. 

Second, the common agency framework predicts that IMF lending will vary based on the 

relative influence of G-5 governments and the Fund staff in a particular case.  In cases where the 

borrower country is of substantial financial and/or geopolitical importance to G-5 governments, 

preference heterogeneity among the IMF’s principals should be a significant determinant of 

variation in IMF lending.  However, in cases where G-5 interests are less intense, the staff’s 

influence should be greater and loans should more closely reflect its technocratic and/or 

bureaucratic interests.  In short, IMF lending behavior depends not only on the strength and 

distribution of preferences among powerful states, but also on the relative influence of states and 

Fund bureaucrats in particular cases.  Using an original dataset of IMF lending to 47 countries 

from 1984-2003, I test these hypotheses and find strong support for this common agency view of 

IMF lending.  Ultimately, the Fund is neither the servant of the US nor its own master; rather, the 

relative influence of international bureaucrats and powerful member-states varies significantly 

over time and across cases. 

The remainder of the article proceeds as follows.  I first describe the substantial variation 

in IMF lending policies and review existing economic and political explanations for it.  I then 

present my common agency framework and test its hypotheses using an original dataset 

constructed from IMF archival sources.  Finally, I conclude with a discussion of the important 

implications of these findings for our understanding of both the IMF and policymaking within 

international organizations (IOs) more broadly. 



5 

The empirical puzzle: variation in IMF lending 

IMF lending programs consist of two elements: a certain amount of financing and a set of 

economic policy adjustments, or “conditionality,” that the borrower country must implement in 

order to receive IMF credit.  Along each of these dimensions, short-term IMF loans have varied 

widely over the last two decades.  Indeed, despite the accusations of some critics that the Fund 

imposes identical “cookie-cutter” programs in all cases (Stiglitz 2002), IMF lending policies 

exhibit substantial variation.  Between 1984 and 2003, the Fund provided 197 short-term loans to 

47 middle-income developing countries, totaling SDR 253.8 billion.5  While the mean loan 

amount was SDR 1.21 billion, these loans have ranged widely in size, from SDR 7.1 million 

(Belize 1984) to SDR 22.8 billion (Brazil 2002).  This variation is not simply a function of 

country size or the size of a country’s external debt, although these factors do matter to some 

extent.6  However, when controlling for country size by measuring loans in relation to a 

country’s IMF quota, one sees substantial puzzling variation.7  Turkey, with only the 18th-largest 

quota among developing countries, has received three of the ten largest loans over the last twenty 

years; Uruguay, with the 33rd-largest quota, received the fifth largest loan ever (SDR 2.13 billion, 

694% of quota) in 2002; and Thailand, with the 22nd-largest quota, received a loan of SDR 2.9 

billion (505% of quota) in 1997.8  On the other hand, many large countries of substantial 

economic and political importance in international relations have received relatively modest 

loans (e.g., Russia 1999: 56% of quota; Brazil 1992: 69%; Argentina 1996: 46%).  At the same 

                                                 
5 The SDR, or Standard Depository Receipt, is the Fund’s unit of account.  Its value is derived from a basket of 
major international currencies.  Currently (as of January 3, 2008), one SDR equals $1.58567 (http://www.imf.org).  
6 The correlation between absolute loan size (log) and country GDP (log) is 0.86.  Pairwise correlations between 
absolute loan size and three key measures of indebtedness (external debt/GDP, debt service/exports, short-term 
debt/reserves) are –0.06, 0.40, and 0.20, respectively. 
7 The IMF operates much like a credit union: each member-state provides a portion of the Fund’s “quota” resources 
and is eligible to borrow in proportion to these contributions.  Country quotas and GDP are almost perfectly 
correlated (0.92).  Thus, amount/quota more accurately measures when a loan is “oversized.” 
8 Rankings exclude the OECD countries. 
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time, individual countries have received very different loans at different times from the IMF.  

For example, Argentina’s ten IMF loans during the 1984-2003 period ranged in size from 47% of 

its quota to 527%, while Mexico’s five loans ranged in size from 120% of quota to 688%. 

Similar patterns of variation are evident when examining the IMF’s use of conditionality 

over the last two decades.   Conditionality refers to the policies the Fund expects a member to 

follow in exchange for IMF credit (Gold 1979).  Fund programs contain several different types 

of conditionality, each differing in content, specificity, and the degree to which it is “binding” on 

the borrower.  Performance criteria (PCs) are conditions explicitly specified in IMF program 

documents that must be met by the borrower in order for the agreed amount of credit to be 

disbursed (IMF 2005).  PCs typically specify quantitative targets for key macroeconomic policy 

variables such as international reserves, government budget balances, or limits on external 

borrowing. For example, a program might specify a minimum level of net international reserves, 

a maximum level of central bank net domestic assets, or a maximum level of government 

borrowing.  Increasingly, IMF programs have also incorporated “structural” PCs, which include 

such measures as requirements to privatize state-owned enterprises, reform social welfare 

policies, remove price controls, and/or strengthen financial regulation (IMF 2005). 

In addition to PCs, IMF programs generally contain one or more additional types of 

conditionality.  As Figure 1 shows, these conditions account for nearly all of the expansion in 

Fund conditionality in recent years. 

[FIGURE 1 HERE] 

Non-PC conditions consist of three types: prior actions, quantitative indicative targets, and 

structural benchmarks.  Prior actions are measures that a country agrees to take before the IMF 

approves a loan; they are designed to “ensure that the program has the necessary foundation to 



7 

succeed” (IMF 2005).  Furthermore, prior actions (PAs) are intended as a signal to the IMF and 

private markets that a borrower government has made a firm “upfront” commitment to reforming 

its economic policies and resolving its financial problems.  Indicative targets are similar in 

content to quantitative PCs, but are non-binding on the borrower country; that is, failure to meet 

targets does not automatically result in the suspension of loan disbursement.  Likewise, 

structural benchmarks are similar to structural PCs in substance but not stringency.  Benchmarks 

are often used “for measures that cannot be monitored objectively enough to be PCs, or for small 

steps in a critical reform process that would not individually warrant an interruption of Fund 

financing” (IMF 2005).  While there has been only a slight increase in recent years in the average 

number of PCs, there has been substantial cross-sectional variation in the IMF’s use of these 

binding conditions, with the number ranging from 0 to 16 during the 1984-2003 period.  In 

contrast, the IMF’s use of prior actions (PAs) and the less stringent forms of conditionality 

(benchmarks and targets) has increased notably since the late 1980s.  Thus, both the number and 

type of conditions included in IMF loans has grown significantly over time. 

  

The political economy of IMF lending 

What explains this variation in IMF lending?  In deciding how much and on what terms 

to lend, the IMF faces a central tradeoff between liquidity and moral hazard.  This tradeoff arises 

because IMF loans have two simultaneous effects.  On the one hand, Fund lending directly 

benefits a country by providing it with the financing (“liquidity”) needed to service its debts.  

Indirectly, it may also enhance global financial stability by preventing a crisis in one country 

from becoming a larger systemic problem.  On the other hand, IMF loans also create “moral 

hazard” – incentives for borrower countries and international lenders to assume additional risk in 
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the expectation that the Fund will provide additional “bailouts” in the future (Crockett 1997).9 

This tradeoff presents the IMF with a difficult choice: lend freely (i.e., large amounts on lenient 

terms) at the risk of increasing future demand for such “bailouts,” or limit current lending (i.e., 

smaller loans with more extensive conditionality) at the risk of having a country default and 

triggering a broader financial crisis. 

How does the IMF weigh this tradeoff?  From a purely economic perspective, this choice 

depends on whether a borrower is insolvent or illiquid – that is, whether the country is 

“bankrupt” due to bad economic policies, or whether it faces a temporary liquidity problem 

caused by an unforeseen macroeconomic shock or a “financial panic” (Chang 1999).10  In this 

view, IMF lending is a technocratic exercise: Fund economists design loans based on a variety of 

country-specific macroeconomic indicators that determine a borrower’s financing needs, as well 

as amount of policy adjustment necessary to ensure that its long-term debt sustainability.  To be 

sure, macroeconomic factors play a large role IMF decision-making: past studies have found 

robust evidence that loans are larger and contain more conditions when a country has fewer 

foreign exchange reserves, higher levels of external debt, and a record of past Fund borrowing 

(Knight and Santaella 1997, Bird and Rowlands 2003).  Nonetheless, the empirical record of this 

technocratic view of IMF behavior is mixed: many macroeconomic variables emphasized in the 

literature, including GDP, GDP per capita, and government spending, have weak or 

indeterminate effects on IMF lending (Joyce 2004).11  Furthermore, the fact that the IMF has 

provided large-scale financing with relatively lenient conditionality in a number of high-profile 

                                                 
9 The classic example of moral hazard is in insurance, where insurers assume two types of risk: the “real hazard” 
(e.g., auto accident/theft) and the “moral hazard” arising from risky actions an individual may take once he is 
insured (e.g., more reckless driving/not locking one’s home). 
10 Unlike a firm, a country technically cannot be declared bankrupt.  However, the analogy is commonly used to 
refer to an unsustainable level of sovereign debt. 
11 One suggested reason for these results is that the Fund uses a range of indicators, rather than a single “trigger” 
variable, in making decisions (Bird and Rowlands 2003). 
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cases where the borrowing country appeared to be insolvent – most notably to Russia in the late 

1990s and to Argentina in the early 2000s – suggests that political factors also influence IMF 

lending decisions (Mussa 2002). 

Consequently, a growing literature in IPE has focused on identifying the political 

determinants of IMF lending.  In general, this literature offers two competing explanations of 

IMF politics.  Some scholars argue that the IMF is the servant of the United States, which 

utilizes its position as the Fund’s largest shareholder to direct credit toward countries it deems 

important either for geopolitical or financial reasons.  Along these lines, several recent studies 

have found a relationship between IMF lending and countries’ voting patterns in the United 

Nations General Assembly (UNGA) and/or levels of US foreign and military aid to a given 

borrower country (Vreeland 2005, Stone 2004/2002, Barro and Lee 2002, Thacker 1999).  

Several recent high-profile lending cases are also frequently cited in support of this argument, 

including Russia, Turkey, and Pakistan (Stone 2004).  Likewise, several recent analyses have 

found that IMF loans tend to be larger when a borrower countries owes large amounts of debt to 

private creditors – primarily commercial banks – located within the US and other major IMF 

shareholders (Broz and Hawes 2006, Broz 2005, Copelovitch 2005, Oatley and Yackee 2004). 

On the other hand, “public choice” scholars argue that bureaucratic politics, rather than 

American interests, is the key political factor in IMF lending (Vaubel 1991, Willett 2000, Dreher 

and Vaubel 2003).  These scholars view the Fund not as the servant of its shareholders, but rather 

as a highly independent actor in its own right.  Drawing on principal-agent theory, public choice 

theorists portray the IMF staff as a group of “rent-seeking” bureaucrats eager to maximize its 
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autonomy, budget, and/or the likelihood of program success.12  From this perspective, we should 

observe the staff consistently favoring larger loans with more extensive conditionality, since 

more lending and a larger role for the Fund in monitoring its borrowers’ economic policies 

enhances the staff’s own influence. 

As with purely economic explanations of IMF lending, neither of these political 

arguments fits closely with the empirical evidence.  Bureaucratic politics theories generate clear 

predictions about variation in IMF lending over time, but they do not explain variation across 

cases within time periods.  For example, while it may be the case that the staff proposes larger 

loans during quota reviews, this prediction does not explain variation in loan size within years in 

which a quota review is underway.   Furthermore, the public choice logic begs the question of 

when the IMF staff is able to “get away” with this type of rent-seeking behavior.  However, 

while bureaucratic arguments draw explicitly on principal-agent theory, they tend to leave 

unspecified both the identity and interests of the IMF staff’s principal(s).  As a result, they offer 

few predictions about the conditions under which the staff is able to act independently. 

At the same time, arguments that the US controls the IMF pay insufficient attention to 

both the role of the Fund staff and the influence of other large shareholder countries.  To be sure, 

the US exercises disproportionate influence within the Fund: it holds a permanent seat on the 

Executive Board and the largest share (17.4%) of the IMF’s votes.  Nevertheless, the Fund’s four 

next largest shareholders (Japan, Germany, United Kingdom, France) also exert substantial 

influence by virtue of their own permanent EB seats.  It is therefore extremely unlikely that we 

can accurately explain variation in Fund lending without also considering the interests of these 

                                                 
12 The “rents” accruing to the staff in this approach are defined broadly to include all of these factors; strictly 
speaking, staff members do not receive personal financial gains from more extensive IMF lending or conditionality. 
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other powerful states, as well as the extent to which their interests are in harmony or conflict 

with those of the US. 

 

IMF decision-making: a common agency perspective 

In recent years, IR scholars have turned increasingly to principal-agent theories to study 

international institutions in general and the IMF in particular.13  A central tenet of agency 

theories of delegation is the assumption that agents pursue their own interests, subject to the 

constraints imposed upon them by their principals (Kiewiet and McCubbins 1991).  Principals 

will try to control their agents, but doing so is costly and some degree of agency slack is 

inevitable: agents always possess some degree of autonomy due to incomplete contracting and/or 

the costs associated with monitoring and enforcement of the principal-agent contract (Hawkins 

et. al. 2006).  The problem of agency slack is even more severe in cases of common agency (i.e., 

collective or multiple principals), because the multiple members comprising the agent’s principal 

may have heterogeneous preferences about the agent’s behavior (Ferejohn 1986).  When the 

members of the collective principal have heterogeneous preferences over policy outcomes, the 

agent can exploit these differences and independently pursue its interests and preferred policies.  

Similarly, the intensity of the principals’ preferences affects agent discretion.  When the 

principal has strong preferences over a particular decision, it has greater incentives to monitor 

the agent’s behavior; conversely, the principal is likely to allow greater discretion to the agent 

when it has little direct interest in a given policy decision. 

 

 

                                                 
13 See Hawkins et. al. 2006 and Lyne, Nielson, and Tierney 2006 for overviews of principal-agent theory and its 
application to international institutions.  For specific applications to the IMF, see Martin 2006 and Gould 2006/2003. 
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G-5 governments as the Fund’s “collective” principal 

The IMF’s member-states are its shareholders and formal political principals.  Acting 

through the Executive Board (EB), a 24-member body composed of Executive Directors 

representing shareholder governments, member-states have the final say over all IMF policy 

decisions.  Because member-states’ voting power is directly proportional to their quota 

contributions to the Fund’s general resources, the advanced industrialized countries’ preferences 

carry the most weight in Fund decision-making.  Moreover, the Fund’s five largest shareholders, 

the “G-5” countries (United States, United Kingdom, Germany, Japan, France) hold permanent 

appointed seats on the Board comprising 39.22% of the quota-based votes.14   

These institutional rules and procedures give the G-5 countries de facto control over IMF 

decision-making.  In fact, since many of the Fund’s decisions require Board super-majorities of 

70-85%, the G-5 countries hold collective (or the US, with 17.1% of the votes, unilateral) veto 

power over a wide range of Fund policies, including quota increases and amendments of the 

Articles of Agreement.  This veto power, however, does not extend to IMF lending decisions: 

formally, approval of a lending arrangement requires the support of only a simple majority of 

Directors, rather than a super-majority of weighted Board votes.  In practice, moreover, the EB 

does not actually vote to approve IMF programs; rather, lending decisions are made on a 

“consensus basis with respect given to the relative voting power of the states” (Mussa and 

Savastano 1999, Van Houtven 2002, Vreeland 2005).  This informal decision rule suggests that 

the interests of the advanced industrialized countries in general – and G-5 governments in 

particular – are the dominant factor influencing Board decisions about the characteristics of IMF 

loans. As others have argued, it is almost inconceivable that the IMF will approve a loan without 

                                                 
14 Three additional countries (China, Russia, Saudi Arabia) also hold their own Board seats, with a combined 8.84% 
of the votes.  The remaining 16 EB seats are elected, with Directors from a single country representing various 
regional sub-groups of the remaining member-states. 
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the support – or at least consent – of its five largest shareholders (Fratianni and Pattison 2005, 

Rieffel 2003).15 

 

The IMF staff as agent 

While member-states hold ultimate authority over IMF policymaking, they have 

delegated authority to the Fund’s bureaucratic staff based in Washington, DC.  Consisting of 

approximately 2,600 members (primarily professional economists) from 143 countries, the staff 

acts as the agent of the IMF’s member-states in executing the day-to-day operations of the 

Fund.16  In particular, the staff plays a lead role in negotiating, designing, and proposing lending 

arrangements to the EB for approval (Mussa and Savastano 1999).  Although the staff may 

consult with the Board throughout the process, the Board cannot approve a program without first 

receiving a proposal from the staff.  Moreover, while the EB retains formal authority to amend 

staff proposals, it almost never exercises this power (Gould 2006, Martin 2006, Southard 1979).  

Indeed, “there are only a few instances in the Fund’s entire history of the Board turning down or 

even modifying a request for a conditional loan arrangement” (Gould 2006, 286).  This agenda-

setting power gives the Fund staff significant influence over IMF lending decisions.17  

Nonetheless, as it operates “in the shadow” of an Executive Board vote, the staff does not enjoy 

complete autonomy; rather, it must take the Executive Directors’ preferences into account if it is 

to design and propose a program that will secure approval by the Board. 

                                                 
15 As Rieffel writes, “There is no example that comes easily to mind of a position taken by the IMF on any systemic 
issue without the tacit, if not explicit, support of the United States and the other G-7 countries” (2003, 28-29). 
16 http://www.imf.org/external/np/exr/facts/glance.htm.  
17 The rarity of such events is itself evidence of the staff’s “gatekeeping power” (Martin 2006): “if the staff 
anticipates that the outcome of EB decisions will not be to its liking, it can refuse to present a program in the first 
place” (2006, 149).  Martin also argues that the staff has informational advantages of the EB, since EDs are replaced 
more frequently than staff bureaucrats; this further increases the Board’s propensity to accept staff proposals (2006, 
145-7). 
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The literature emphasizes two main determinants of IMF staff preferences over the 

liquidity/moral hazard tradeoff: policy goals and bureaucratic incentives.  Above all, staff 

members are economists and civil servants interested in achieving the Fund’s policy objectives: 

“to enable countries to rebuild their international reserves, stabilize their currencies, continue 

paying for imports, and restore conditions for strong economic growth” (IMF 2002). This 

institutional mandate clearly suggests that the staff will take macroeconomic factors, such as the 

level of foreign exchange reserves and the current account deficit, into account as it designs IMF 

programs.  At the same time, public choice theorists argue that the IMF staff members have a 

bureaucratic interest in proposing larger loans with more conditions, in order to maximize their 

budget, autonomy, and influence (Dreher and Vaubel 2003, Willett 2000, Vaubel 1991).  While 

scholars differ over the relative importance assigned by the Fund staff to each of these 

objectives, I assume simply that both of these factors – policy goals and bureaucratic incentives – 

influence IMF staff preferences.  In short, Fund bureaucrats “seek to do good, but are not 

immune to bureaucratic incentives and external pressures” (Willett 2000). 

  

Common agency and agency slack in IMF lending 

Neither US-centric theories of IMF politics nor bureaucratic approaches adequately 

explore the implications of this common agency relationship for Fund lending decisions.  

Theories that treat the US as the Fund’s sole political principal overlook the influence of the 

other G-5 governments, as well as the distribution of preferences among these countries.  

Similarly, theories that focus only on the IMF staff’s policy goals and bureaucratic incentives,  

without also specifying their relative weight vis-à-vis those of the G-5 collective principal, are 

also unlikely to accurately predict IMF lending behavior.  Rather, we need to know the 
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conditions under which G-5 governments exert the greatest influence, as well as those under 

which the Fund staff enjoys the greatest amount of “agency slack.”  Although measuring agency 

slack is notoriously difficult, principal-agent theory suggests that agent autonomy is largely a 

function of the intensity of the principal’s preferences (Hawkins, et. al. 2006; McCubbins, Noll, 

and Weingast 1987).  Since monitoring an agent’s behavior is costly, a principal will only do so 

when it has a strong interest in a particular policy outcome.  In the case of common agency, 

where the principal is composed of multiple actors (e.g., member-states within the IMF 

Executive Board), agency slack also depends on the heterogeneity of these actors’ preferences.  

When a collective principal’s component members share common preferences over a policy 

outcome, their ability to exert control over the agent is strongest.  In contrast, agent autonomy 

will be greater when the members of the collective principal have more heterogeneous or 

divergent preferences; in these cases, the agent can exploit these divisions and exert its own, 

independent influence over policy outcomes. 

With respect to the IMF, this logic suggests that G-5 governments’ influence over IMF 

lending decisions (and, by extension, the staff’s autonomy) will be conditional on both the 

intensity and heterogeneity of their preferences within the EB in a particular case.  The impact of 

G-5 preference intensity is straightforward: when G-5 governments collectively have a strong 

(intense) interest in lending to a particular IMF borrower country, Fund loans should more 

closely reflect their economic and financial interests.  In contrast, when G-5 preferences, as a 

group, are weaker, the IMF staff should enjoy greater autonomy and Fund loans should more 

closely reflect its technocratic and/or bureaucratic interests.  Exactly how G-5 preference 

heterogeneity influences IMF lending decisions is less clear.  Indeed, more divergent G-5 

interests might affect IMF policymaking in three very different ways.  First, greater G-5 
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preference heterogeneity might lead to distributional conflict within the EB, with different 

principals preferring difference policy outcomes (Martin 2006).  For example, it might be the 

case that the US government strongly favors a “bailout” for a country (i.e., a larger loan on more 

lenient terms) given its financial and/or geopolitical importance to the US (e.g., Mexico), while 

the European G-5 countries have weaker financial and/or political ties to the borrower and are 

opposed to this outcome on moral hazard grounds.18  If this “distributional conflict” view is 

correct, divergence in G-5 preferences should result in approval of smaller IMF loans with more 

extensive conditionality.  In effect, a reduction in loan size and/or the imposition of more 

stringent conditionality is the price required by the less enthusiastic G-5 governments in 

exchange for setting aside their moral hazard concerns and supporting their counterparts’ 

interests within the EB. 

Alternatively, greater G-5 preference heterogeneity might have exactly the opposite 

effect: rather than creating distributional conflict within the EB, it might create opportunities for 

“logrolling” or “horse trading” among the Fund’s largest shareholders.  Put simply, while G-5 

governments may disagree significantly over the size and terms of a specific IMF program, they 

might support the demands of their “most interested” counterpart in the hopes of receiving 

similar treatment in the future for their own preferred borrowers.  The underlying logic here is 

that EB policymaking is not a one-shot game, but rather entails repeated strategic interaction 

among the same group of countries.  Consequently, G-5 governments may find it useful to strike 

                                                 
18 This outcome is precisely what occurred during the debate preceding the 1995 IMF bailout of Mexico 
(Copelovitch 2005).  Similarly, conflict emerged over IMF lending to Thailand during the Asian financial crisis in 
1997, with the Japanese government strongly favoring preferential treatment based on its commercial banks’ heavy 
exposure to Thailand; in contrast, the remaining G-5 countries expressed less enthusiasm for the Thai bailout 
(Blustein 2001). 
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intertemporal bargains in exchange for the promise of future reciprocity.19  The observable 

implications of this “logrolling” logic are the exact opposite of those for the “distributional 

conflict” argument: we should observe the Fund treating its borrowers more generously (larger 

loans with fewer conditions) as G-5 disagreement over the financial and geopolitical importance 

of a borrower country increases. 

Finally, it may be the case that greater G-5 preference heterogeneity simply increases the 

autonomy of the IMF staff.  Thus, rather than creating conflict or logrolling opportunities within 

the EB, G-5 preference heterogeneity may create scope for the staff – like all bureaucrats in 

situations involving multiple or collective principals – to exploit agency slack and maximize its 

independence (Hawkins, et. al. 2006).  The key factor underlying this logic is the staff’s agenda-

setting authority: the Board cannot approve a loan unless and until it receives a proposal from the 

staff.  However, the observable implications of greater agency slack for IMF lending outcomes 

are unclear, given that – as noted above – the Fund staff’s interests are both technocratic and 

bureaucratic in nature.  On the one hand, it may be the case that greater staff autonomy removes 

“politics” (i.e., G-5 financial and geopolitical interests) from the IMF lending process and frees 

the staff to act in a technocratic manner.  On the other hand, more agency slack may free the IMF 

staff to pursue its own bureaucratic political interests and engage in “rent-seeking.” 

In short, there are at least three ways in which preference heterogeneity among the IMF’s 

collective principal might influence Fund lending outcomes.  Within the EB, preference 

heterogeneity may create distributional conflict among G-5 governments that results in smaller 

loans with more “strings” attached in the form of conditionality.  Conversely, preference 

                                                 
19 Although it is difficult to find explicit evidence of such G-5 “logrolling” given the lack of formal votes in the EB, 
there are good reasons to believe that it does occur.  Indeed, analysis of available Executive Board minutes for two 
key country cases – Mexico and Korea – does indicate that logrolling occurred within the IMF in the 1980s and 
1990s (Copelovitch 2005). 



18 

heterogeneity may lead to logrolling within the EB, as the G-5 support each other’s demands for 

“bailouts” when their domestic financial and/or geopolitical interests are at stake.  Finally, G-5 

preference heterogeneity might actually reduce the influence of the EB and IMF member-states 

altogether, as the Fund staff exploits agency slack and acts in its own technocratic and/or 

bureaucratic interests. 

Which of these effects will dominate in a particular case?  I argue that the effects of G-5 

preference heterogeneity are conditional on G-5 preference intensity – in other words, there is an 

interactive relationship between the two variables.  When G-5 governments, as a group, have a 

strong interest in an IMF borrower (i.e., high “intensity”), we should observe greater preference 

heterogeneity leading to either distributional conflict or “logrolling” within the EB, and IMF 

loans should strongly reflect these countries’ interests.20  In contrast, when G-5 governments 

collectively have a weak interest in a particular country, preference heterogeneity should create 

scope for the staff to act autonomously, and Fund loans should more closely reflect their 

technocratic and/or bureaucratic interests. 

In sum, the extent to which the US and other large shareholder countries “control” IMF 

lending varies over time and across cases based on the intensity and heterogeneity of their policy 

preferences.  Likewise, IMF staff autonomy is also conditional and variable.  Ultimately, the 

IMF is neither “master” nor “servant”; rather, the common agency relationship at the heart of 

Fund policymaking grants both G-5 governments and the IMF staff substantial, but incomplete, 

authority over IMF lending.  Focusing on the intensity and heterogeneity of G-5 preferences 

within the Fund, I argue, provides testable hypotheses about the extent of state and bureaucratic 

influence over IMF policies in particular cases. 
                                                 
20 I do not have strong priors on which of these two effects will dominate in these cases.  The evidence presented 
below, however, suggests that both dynamics are at work within the IMF Board. 
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Empirical analysis 

In the remainder of this paper, I test these hypotheses using an original dataset of 197 

short-term IMF loans from 1984-2003.21  For each loan in this dataset, data on loan size and 

conditionality are taken from several categories of documents I have gathered during research at 

the IMF Archives: the “Letter of Intent” declaring the borrower country’s intent to enter into a 

Fund program, the attached “Memorandum of Economic Policies” specifying the policy reforms 

and conditionality the borrower country will implement during the course of the IMF loan, and 

the “Staff Report” to the Executive Board that outlines the draft program and provides further 

details on conditionality.  Each observation in the dataset is a unique country-year-loan.22  

 

Dependent variables 

Loan size 

The first dependent variable is loan size, measured as a share of a country’s IMF quota.  

This variable (AMTQTA) is the total amount of new short-term IMF lending approved for 

country i in year t, divided by the country’s Fund quota.23   AMTQTA enters as a natural log to 

control for outlier observations and to ensure that the data correspond as closely as possible to 

the OLS assumption of a normally distributed dependent variable.  Summary statistics for 

AMTQTA and all other variables described below are presented in Table 1. 

                                                 
21 These countries are middle-income developing nations that seek short-term loans from the IMF when facing 
balance of payments problems.  The IMF also lends on a long-term basis to extremely poor countries.  While many 
studies of IMF lending pool these two types of loans and countries (e.g., Gould 2006/2003), doing so is likely to 
result in biased predictions about the Fund’s short-term lending behavior (Copelovitch 2005).  Oatley and Yackee 
(2004) and Broz and Hawes (2006) are notable exceptions. 
22 The full dataset of all country-years for these countries, as well as eligible countries that did not borrow from the 
IMF during the 1984-2003 period, consists of 892 observations and 55 countries.  This larger sample is used in the 
propensity score matching estimation described below to control for possible selection effects. 
23 Disbursements of credit from loans approved in prior years are not included in AMTQTA. 
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[TABLE 1 HERE] 

 As a robustness check, I also test two alternative measures of loan size: loan amount relative to 

GDP (AMTGDP), and absolute loan size in millions of SDRs (AMTSDR); the results are broadly 

robust to each of these alternative specifications, as discussed further below.24  I focus on 

AMTQTA as the primary dependent variable for two reasons: access to short-term IMF credit is 

explicitly linked to country quotas, and absolute loan size is almost perfectly correlated with 

country size (0.87).  Thus, measuring size relative to quotas provides a more accurate measure of 

an “oversized” IMF loan. 

 

Conditionality 

To measure variation in IMF conditionality, I count the number of conditions included in 

a Fund program. More extensive conditionality indicates a stronger commitment on the part of 

the borrower to significant economic reform over the lifetime of the loan, as well as the Fund’s 

greater concern about the potential moral hazard effects of lending to countries requiring 

significant macroeconomic reform.  This coding strategy follows in the tradition of most recent 

quantitative analyses of IMF conditionality (e.g., Gould 2006/2003, Dreher and Jensen 2007).  

Moreover, there are good reasons to believe that the number of conditions, rather than their 

specific policy or numerical content, is a more accurate metric of the overall stringency of 

conditionality.  First, it is extremely difficult to measure the relative stringency of individual 

conditions (such as specific current account balance targets or foreign exchange reserve 

requirements), given the vastly different macroeconomic and external debt characteristics of IMF 

borrowers.  Furthermore, cross-national comparison of the content of conditionality is made 

                                                 
24 As with AMTQTA, each of these alternative variables enters as a natural log. 
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difficult by the possibility that a waiver will be granted for any individual missed condition.  As 

a result, it is almost impossible to ascertain whether or not the same policy condition will be 

considered equally “binding” in two different cases (even if both targets are identical) or whether 

the IMF will view one condition as more critical than another in certain cases. 

When measuring conditionality, I focus on the total number of conditions specified at the 

initial stage of a loan’s approval.  Although the IMF staff and Executive Board review 

conditionality prior to each stage of a program, they almost never alter the number of conditions 

from stage to stage, even if they modify the specific quantitative targets and policies specified in 

these conditions.25  For example, if the initial program includes performance criteria governing 

central bank reserves and the overall government budget balance, these criteria customarily 

remain throughout the lifespan of the loan, even if the specific numerical targets are adjusted 

over time.  Thus, the basic parameters of conditionality are established when the Fund first 

approves a loan, rather than at later stages.  Moreover, since the number of conditions rarely 

varies from stage to stage of a Fund program, counting each stage as a separate “case” would 

give undue weight to longer loans in the IMF lending dataset without actually multiplying the 

number of relevant observations.26 

Based on these parameters, I create three dependent variables for the conditionality 

models.  The first variable, Performance criteria, is the number of performance criteria included 

in the IMF program.  Performance criteria, as noted above, are the most “binding” form of 

conditionality, since disbursement of IMF credit is explicitly linked to the implementation.  The 

second variable is a count of the number of Prior actions included in the program.  Like 

                                                 
25 The aforementioned archival sources provide clear empirical evidence of this pattern (Copelovitch 2005). 
26 For example, a 36-month Extended Fund Facility containing six reviews would count as seven cases (each with an 
identical number of conditions), while a 12-month Stand-by loan with a single program review would count as only 
two cases. 
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performance criteria, prior actions are “hard” conditions, in that their implementation is 

mandatory in order for the borrower to receive IMF credit.  Unlike performance criteria, 

however, prior actions are preconditions: they must be implemented before the first tranche of a 

loan is disbursed.  The final variable, Benchmarks/targets, counts the number of “soft” 

conditions included in an IMF loan, including quantitative benchmarks, indicative targets, and 

structural benchmarks.  I also test a fourth variable, Total conditions, which is the sum of these 

three measures. 

 

Independent variables 

To test my hypotheses, it is necessary to identify proxies for the intensity and 

heterogeneity of G-5 interests in specific IMF lending cases.  As noted above, there significant 

debate about which variables are most relevant in shaping the political interests of the US and 

other powerful states within the IMF.  Some argue that G-5 interests are driven primarily by 

geopolitics, while others emphasize the importance of rich countries’ domestic financial 

interests.  In the analysis, I test measures of both types of G-5 interests.  While each of these 

variables measures something potentially different about an IMF borrower country’s importance 

for G-5 governments, each gauges – to some extent – the relative importance these countries 

assign to a borrower as they make decisions within the IMF. 

As a proxy for G-5 geopolitical interests, I follow the recent literature in using voting 

affinity within the UN General Assembly (UNGA).   While most votes in the UNGA are 

symbolic, they are a good proxy for the overall foreign policy alignment between countries 

(Thacker 1999, Stone 2004, Vreeland 2005).  For UN voting affinity, I utilize Erik Gartzke’s 

Affinity of Nations dataset (Gartzke 2006), which calculates “S-scores” that measure “the 
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similarity between two countries’ voting profiles as the length of a line between two points in a 

multidimensional issue space” (Stone 2004, 580).27   

As a measure of G-5 economic or financial interests, I follow most recent work in 

utilizing commercial bank exposure data (Broz and Hawes 2006, Copelovitch 2005, Oatley and 

Yackee 2004).   While other economic links between G-5 countries and IMF borrowers are also 

important (e.g., equity financing, foreign direct investment, trade), these flows are highly 

correlated with bank lending in most country cases.  Moreover, banks and other private creditors 

(e.g., institutional investors) stand to benefit most directly from IMF lending, since Fund credit is 

frequently transferred from the borrower to private creditors in the form of external debt 

payments.  Thus, bank exposure provides a strong measure of a country’s overall economic and 

financial importance to the G-5 countries.  Data on bank exposure are taken from the Bank for 

International Settlements’ Consolidating International Banking Statistics database. 

 Utilizing these datasets, I calculate four variables.  The first two are measures of 

aggregate G-5 interests, which are intended to capture the overall intensity of G-5 preferences in 

a particular lending case.  G5BANK is the sum of G-5 commercial bank exposure to country i in 

year t, in billions of dollars.  It enters the model as a natural log, in order to control for the severe 

right-hand skew in the data’s distribution.28  The second variable, G5S, is the mean “S-score,” 

measuring voting similarity between the G-5 countries and each borrower country.  The final two 

variables measure the heterogeneity of G-5 financial and geopolitical interests in a particular 

case.  Using individual data for each G-5 country, I calculate the coefficient of variation of bank 

exposure (COVG5BANK) and UN voting affinity “S-scores” (COVS).  The coefficient of 

                                                 
27 The specific variable is S3UN, which ranges from -1 to 1 and is coded based on a yes/abstain/no voting record.  
To calculate the standard deviations and coefficients of variation below, I rescale S3UN from 0 to 2. 
28 Since the minimum non-zero value of G-5 bank exposure is $0.001 billion, I add 0.0009 to the zero values to 
calculate the natural log.  The results are not sensitive to the use of alternative constant values. 
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variation (COV), which is the ratio of the standard deviation to the mean, expressed as a 

percentage, measures the relative dispersion of G-5 bank exposure and G-5 UN voting affinity.29  

Higher values indicate a more uneven distribution among the G-5 countries for each variable.  

Finally, to test hypothesis that the relationship between G-5 preference intensity and 

heterogeneity is conditional and interactive, I also include multiplicative two interaction terms.  

Each of these terms (COVXBANK, COVXS) is the product of the relevant G- and COV- terms 

described above.  

While these four variables measure the aggregate intensity and heterogeneity of G-5 

domestic financial interests in a particular IMF borrower country, they do not tell us which G-5 

country has the most at stake in a given lending case.  Consequently, I also calculate an 

additional set of variables: the share of total G-5 commercial bank lending provided by banks in 

each individual G-5 country.  These five variables (USSHARE, UKSHARE, GRSHARE, 

FRSHARE, JPSHARE) measure the extent to which each G-5 government (US, UK, Germany, 

France, and Japan) has strong domestic financial interests in supporting IMF lending in a 

particular case.  All else equal, I expect that each of these variables will be associated with larger 

IMF loans and less stringent conditionality. 30 

 

Control variables 

Along with these variables of interest, I also include an extensive battery of additional 

controls for the alternative economic and political explanations of IMF lending in the existing 

literature.  The first set of variables controls for both relevant characteristics of IMF programs 

                                                 
29 COV=100*(STD/MEAN). 
30 The individual G-5 “S” scores are extremely collinear, with correlations between the five variables range from 
0.75 to 0.94.  As a result, I do not include these separate variables for individual G-5 countries’ UN voting affinity in 
the statistical analysis. 
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and a borrower’s past history with the Fund.  These include the duration of the current loan in 

months (LENGTH) and a dummy (PASTLOAN) if a country is already under an IMF program at 

the time of the new loan.  Although tests indicate that serial correlation is not a problem in the 

loan size models, PASTLOAN acts as a modified lagged dependent variable controlling for a 

country’s prior experience with the IMF.31  In the conditionality regressions, I replace 

PASTLOAN with an alternative variable (LASTLOAN) that measures the number of years since a 

country last borrowed from the Fund; as with lagged dependent variables in linear regression 

models, this variable controls for potential temporal dependence and serial correlation in event 

count and binary models (Beck, Katz, and Tucker 1998).32   

The second set of control includes a variety of country-specific macroeconomic factors 

identified in the economics literature as the key “technocratic” determinants of IMF lending 

(Knight and Santaella 1997, Bird and Rowlands 2003, Joyce 2004).  These variables include: the 

borrower country’s external debt to GDP ratio (DEBTGDP); the ratio of external debt service to 

exports (DEBTSVC); the log of GDP in millions of current dollars (GDP); the log of GDP per 

capita (GDPPC), the GDP growth rate (GROWTH), the current account as a percentage of GDP 

(CURRGDP), and the logged ratio of short-term debt to reserves (STDRES).33  I also include a 

dummy variable, CRASH, which takes a value of 1 if a country experienced a sharp depreciation, 

or “currency crash” in the year prior to the IMF loan.  Following Frankel and Rose (1996), I 

define a currency crash as a nominal depreciation of the currency of at least 25 per cent that is 

also at least a 10 per cent increase over the previous year’s depreciation rate. 

                                                 
31 Substituting the actual amount of outstanding credit (and credit relative to a country’s quota) as an alternative 
control for temporal dependence does not alter the substantive results of the models. 
32 Two cubic splines, which further model duration dependence in nonlinear regression models, are also included.  
See Beck, Katz, and Tucker 1998 for a detailed discussion. 
33 Data are from the World Bank’s World Development Indicators and Global Development Finance; missing values 
are filled using Country Data from the Economist Intelligence Unit (EIU). 
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The third group of control variables includes proxies for a alternative political 

explanations of IMF lending.  Following Vreeland (2005/2003), I include the natural log of the 

number of veto players in a borrower country (CHECKS), as a control for the impact of a 

borrower country’s domestic political institutions on IMF lending.  Vreeland finds this variable 

to be a key determinant of both a country’s decision to seek IMF financing, as well as the Fund’s 

decision to lend.  Thus, there is good reason to believe that veto players also influence IMF 

program characteristics.  I also include variables identified by “public choice” scholars as key 

determinants of the IMF staff’s bureaucratic incentives.  Past studies in this vein have found that 

the staff’s bureaucratic incentives are particularly strong when the Fund has more resources to 

spare, and when its member-states are reviewing the Fund’s quotas and considering whether to 

increase the size of the IMF’s “war chest.”  As a test of this argument, I include two variables.  

The first, LIQRATIO, is the IMF’s “liquidity ratio,” which is generated by dividing the sum of 

the IMF’s outstanding loans and used administrative resources by the Fund’s total quota 

resources, then subtracting this value from 1 (Dreher and Vaubel 2004).  The expectation is that 

greater IMF liquidity will be positively associated with both loan size and conditionality.  The 

second variable, REVIEW, is a dummy indicating years in which a quota review was underway.  

REVIEW tests the public choice argument’s “hurry-up” lending hypothesis (Vaubel 1991, Dreher 

and Vaubel 2004).34  According to this argument, the Fund staff will propose larger loans during 

quota reviews in order to exhaust the Fund’s available resources and generate pressure on the 

Board to approve quota increases.35 

As a final set of controls, I include a time trend variable (DATE), country fixed effects to 

control for unobserved panel heterogeneity, and the borrower’s propensity score (PSCORE), 
                                                 
34 The effect of this variable on conditionality is more ambiguous.  On the one hand, the staff may have incentives to 
decrease conditionality and lend more freely; on the other, it  
35 Both LIQRATIO and REVIEW are taken from Dreher and Vaubel 2004. 
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which, as discussed below, controls for the possibility of non-random selection into IMF 

programs.36  In addition, I include two variables to capture the effects of broader global 

macroeconomic trends on IMF lending decisions.  CRISES, is the lagged count of the number of 

currency crashes in the 47-country sample in a given year (Frankel and Rose 1996).  It serves as 

a proxy for the level of global financial instability at the time in which a country seeks IMF 

financing.  LIBOR is the 3-month London Interbank Offer Rate – the interest rate that banks 

charge each other on interbank loans.  It serves as the primary benchmark on private 

international capital markets.  Since higher global interest rates may increase both a country’s 

external debt service and new borrowing costs, IMF loan characteristics are likely to be 

influenced by their movements.  Data are taken from the IMF’s International Financial Statistics 

and Dreher and Vaubel (2004). 

 

Model specifications: addressing endogeneity and selection effects 

 Given the duration of both the economic problems leading a country to seek IMF 

financing and the loan negotiations themselves, the time at which the independent variables are 

measured in studies of IMF lending involves difficult problems of interpretation and the potential 

for endogeneity (Knight and Santaella 1997).  To mitigate these issues, I follow most previous 

studies in lagging the explanatory variables by one period.37  This one-period lag also reflects 

IMF officials’ assessments about the timing and nature of the lending process.  As Knight and 

Santaella explain, “programs approved by the end of the second quarter of a calendar year will 

normally have been designed on the basis of information about the macroeconomic picture for 

                                                 
36 These geographic variables are based on the World Bank’s regional classifications.  The five dummy variables 
are: Americas (North/South America/Caribbean), Central Asia/Europe, Middle East/North Africa, East/South Asia, 
and Sub-Saharan Africa (dropped in the analysis). 
37See, for example, Thacker 1999, Dreher and Vaubel 2003, and Stone 2002. 
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the preceding calendar year, while arrangements approved in the second half of the calendar year 

will generally be based on information that extends through the first half of the same year.”38  In 

the dataset, 92 of the 197 IMF loans were approved on or after July 1 of the given year (i.e., on 

the basis of current year data), while the remaining 105 were approved in the first half of the 

year.  Therefore, lagging the explanatory variables by one year for all observations is actually a 

conservative estimate of the time lag between the initiation of the Fund lending process and 

ultimate approval of a loan by the EB. 

 In addition to addressing endogeneity concerns, statistical analyses of IMF lending must 

also address the problem of selection effects (Przeworski and Vreeland 2000, Vreeland 2003).  

The basic problem is that selection into IMF programs may be non-random; that is, the same 

variables that explain variation in loan size and conditionality also may explain a country’s initial 

decision to request an IMF loan.  If these effects are not taken into account in the statistical 

model, estimates of IMF loan characteristics may be biased.  To minimize concerns about 

selection effects, I “preprocess” my dataset using propensity score matching (Ho, et. al. 2007; 

Simmons and Hopkins 2005).39  The critical idea behind matching is to match each “treated” 

observation (in this case, each country-year observation of an IMF loan) with a “control” 

observation for which all the values of the explanatory variables are as close to identical as 

possible.40  For each observation, this process generates a “propensity score” (PSCORE) ranging 

from 0 to 1, which measures the predicted probability that a country will enter an IMF program 

                                                 
38 Knight and Santaella 1997, 413.  The staff also considers “the latest annual estimates for the country’s main 
macroeconomic variables and preliminary projections for at least one year ahead” (Mussa and Savastano 1999, 87). 
39 While the Heckman selection model (Heckman 1979) is used most frequently in political science to address 
selection effects (Berinsky 1999, Vreeland 2003, von Stein 2005), this specification has a number of weaknesses, 
including its sensitivity to specification and strong reliance on distributional assumptions about the model’s 
residuals (Simmons and Hopkins 2005, Sartori 2003, Winship and Mare 1992). 
40 This strategy is known as “nearest neighbor” or “one-to-one” propensity matching.  Other matching methods are 
also available, although the results presented here do not vary based on the choice of matching estimators.  Matching 
was done using the PSMATCH2 module for Stata (Leuven and Sianesi 2003). 
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given the observed values of the covariates.  Including PSCORE in the subsequent loan size and 

conditionality regressions controls for potential selection bias in the observed sample of 

countries receiving IMF loans during the 1984-2003 period. 

For the loan size models, I specify an ordinary least squares (OLS) model with panel-

corrected standard errors and the aforementioned variant of the lagged dependent variable, 

PASTLOAN (Beck and Katz 1995, Beck 2004).  This specification accounts for the issues in 

time-series cross-sectional (TSCS) data that are evident in the sample (heteroskedasticity, serial 

and spatial autocorrelation).41  For the conditionality analysis, I utilize a series of event count 

models for panel data (Long and Freese 2001).  For the performance criteria regressions, the 

specification is a conditional fixed effects Poisson model with robust standard errors.  For the 

other types of conditionality, the standard Poisson model is not appropriate, given the 

overdispersion of this dependent variable.42  I therefore specify a conditional fixed effects 

negative binomial regression model.43 

 
Loan size results 

Tables 2 and 3 present the loan size regression results.  In Table 2, model 1 presents the 

logit analysis used to generate the propensity score, with the binary dependent variable taking a 

value of 1 if a country receives an IMF loan in a given year.  In this specification, G-5 interests 

are not significantly correlated with a country’s decision to enter into an IMF program.  Rather, 

this decision appears to be driven largely by technocratic factors.  Larger countries are more 

likely to seek and receive IMF financing, while richer countries are less likely to do so.  In line 

                                                 
41 The results are robust to a variety of alternative specifications.  Results available on request. 
42 A central assumption of the Poisson model is that the variance equals the mean.  This is a reasonable assumption 
for performance criteria (mean=6.38, variance=6.01), but not for prior actions (mean=2.81, variance=5.62) or 
benchmarks/targets (mean=4.13, variance=5.79). 
43 See http://data.princeton.edu/wws509/stata/overdispersion.html. 
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with the findings of previous work, countries are more likely to enter into IMF programs when 

they face lower economic growth and larger current account deficits.  Finally, levels of global 

financial instability play a key role in whether or not a country seeks IMF lending: a loan is more 

likely in years in which financial instability (measured by CRISES) is more widespread. 

[TABLES 2 & 3 HERE] 

Models 2-4 in Table 2 test three different measures of loan size: amount/quota, amount/GDP, 

and absolute loan amount (millions of SDRs).  Using amount/quota as the dependent variable, 

model 5 then presents the full interactive specification, in which both intensity variables 

(G5BANK and G5S) interact with the heterogeneity measures (COVG5BANK, COVS).  In these 

specifications, many of the control variables are consistently significant.  As expected, economic 

factors play an important role in shaping Fund decisions about the size of IMF loans: a 

borrower’s GDP, GDP per capita, GDP growth, external debt/GDP and external debt 

service/exports are all significant determinants of loan size, although significance levels for some 

of these variables differ across specifications.  Not surprisingly, longer loans (LENGTH) tend to 

be larger, and the Fund provides smaller loans to countries that are already receiving IMF credit 

under a preexisting program (PASTLOAN). 

In addition, several of the “political” control variables are also significant in some 

models, although not always in the expected direction.  The veto players variable (CHECKS) is 

negatively associated with IMF loan size in models 2, 3, and 5, which supports the existing 

literature’s argument that the Fund provides smaller loans in cases where the borrower 

government faces greater domestic opposition to economic reform. (Vreeland 2003).  In contrast, 

the results provide evidence directly contrary to the predictions of the “public choice” view of 

IMF lending: in models 1 and 5, greater IMF liquidity (LIQRATIO) is associated with smaller 
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Fund loans, and all five models strongly suggest that loans are smaller during IMF quota reviews 

(REVIEW). 

Turning to the variables of direct interest for the common agency argument, the loan size 

models provide clear and robust evidence that the intensity and heterogeneity of G-5 

governments’ interests heavily influence IMF lending decisions.  First, the measure of G-5 bank 

exposure heterogeneity (COVG5BANK) is negative and significant at the 99% confidence level 

in each of the models.  This finding suggests that greater divergence of financial interests among 

the members of the Fund’s collective principal leads to distributional conflict within the EB and 

the approval of smaller loans.  Second, the measure of G-5 UN voting affinity heterogeneity 

(COVS) is positive and significant in all of the models at the 90% confidence level or greater.  

Thus, G-5 governments appear to engage in “logrolling” or “horse trading” when a borrower 

country is of geopolitical rather than financial importance; they vote as a group to provide large 

IMF loans, even though they do not share common preferences over the importance of lending.  

Finally, while neither measure of aggregate G-5 preferences (G5BANK, G5S) is consistently 

significant in the loan size regressions, IMF loans are significantly larger in cases where 

American, German, and French banks hold a larger share of international claims on a borrower 

country (USSHARE, GRSHARE, FRSHARE). 

Figures 2 and 3 extend the analysis further by testing the hypothesized interactive 

relationship (Model 5) between G-5 preference heterogeneity and G-5 preference intensity.  

Since one cannot simply interpret the regression coefficients on each component term and the 
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interaction term in such specifications (Braumoeller 2004), these charts graph the coefficients on 

COVG5BANK and COVS as G5BANK and G5S vary, respectively.44 

[FIGURES 2 & 3] 

Figure 2 illustrates that negative effect of G-5 bank exposure heterogeneity on IMF loan size 

identified in models 2-4 only exists at higher levels of aggregate G-5 bank exposure.  In other 

words, distributional conflict among the Fund’s principals only influences IMF lending decisions 

in cases (i.e., when G5BANK is at or above its median value) where the G-5 have a strong 

collective financial interest in the policy outcome.  Conversely, in cases where G-5 bank 

exposure is limited, the distribution of financial interests among the Fund’s principal member-

states has no significant influence on lending decisions. 

Figure 3 illustrates that heterogeneity in G-5 foreign policy interests (COVS) also 

influences Fund lending decisions only when the G-5 collectively have strong ties with a 

borrower country.  However, in these cases, greater G-5 preference heterogeneity leads to larger 

loans: the Fund’s principals appear to engage in “geopolitical logrolling” by approving larger 

loans for each other’s preferred foreign policy allies, even though they themselves have 

relatively weaker ties to the particular country.  In contrast, the distribution of G-5 foreign policy 

preferences has no significant effect on IMF loan size when G5S is below its median value.  

Thus, the loan size models provide strong evidence in support of the common agency perspective 

of IMF policymaking.  When the Fund’s principals have strong collective financial or 

geopolitical interests in a borrower country, the extent to which their preferences are unified or 

divergent heavily influences Fund lending outcomes.  However, when G-5 governments have 

weaker interests in a particular country, their ability to influence IMF policymaking dissipates.  

                                                 
44 Charts calculated using Bear Braumoeller’s Stata module (http://www.people.fas.harvard.edu/~bfraum).  
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By extension, this implies that IMF staff autonomy is greater in such cases, with Fund loans 

more closely reflecting the technocratic economic criteria found to be significant in the analysis. 

 

Conditionality results 

Table 3 presents the conditionality regressions results.  In model 1, the dependent 

variable is the number of performance criteria (PCs).  In models 2-4, the dependent variables are 

counts of prior actions (PAs), benchmarks/targets (BTs), and total conditions (TCs), respectively.  

Given the clear evidence in support of the interactive specification in the loan size regression, 

each of these models includes the multiplicative interaction terms, COVXBANK and COVS.  

Once again, many of the standard control variables are significant in these models.  In model 1, 

program length, external debt service/exports, and the time trend are all statistically significant at 

the 95% level or greater and positively associated with the number of PCs.  The veto players 

measure (CHECKS) is negative and significant, suggesting that the Fund is less likely to impose 

stringent conditionality in cases where the borrower government faces strong domestic political 

opposition. 

In model 2, several of the macroeconomic variables are significant, including GDP 

growth, the current account balance, debt service/exports, and short-term debt/reserves.  In 

addition, CHECKS is once again negative and significant, while the time trend is positive and 

significant, indicating a general trend toward the more extensive use of PAs.  The IMF liquidity 

ratio (LIQRATIO) is also positive and significant in model 2; thus, the Fund appears to require 

more PAs of its borrowers when it has more resources to spend.  CRISES, the measure of global 

financial instability, is negative and significant in model 2, suggesting that the Fund is less likely 

to require “upfront” policy reform of its borrowers in times of major international financial 
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crises.  Lastly, PSCORE, the propensity score, is positive and significant, indicating that 

selection effects do exist in IMF lending. 

Four control variables are positive and significant in both model 3 (BTs) and model 4 

(TCs): short-term debt/reserves, the time trend, the IMF quota review dummy, and LIBOR.  

These results suggest that the Fund’s use of “soft” conditionality is a function of a country’s 

level of indebtedness, as well as broader global and temporal trends.  In model 3, CRISES is also 

negative and significant, while GDP, program length, and debt service/exports are also 

significant determinants of the total number of conditions in model 4.  Thus, there is substantial 

evidence across the models that technocratic economic factors, as well as some of the political 

variables previously identified in the literature, are key determinants of IMF lending decisions.  

These findings suggest that the IMF staff does play a key role in shaping the characteristics of 

Fund programs. 

Furthermore, in contrast to the loan size results, the models in Table 3 also suggest that 

G-5 governments have significantly less influence over the IMF’s use of conditionality.  Indeed, 

as the interactive charts presented in Figures 4-9 illustrate, G-5 preference heterogeneity 

(whether measured in financial or geopolitical terms) has no significant effect on the Fund’s use 

of prior actions or total conditions.  In fact, the distribution of preferences among the Fund’s 

principal shareholders only has a significant effect on the number of conditions included in an 

IMF loan in two cases: 1) greater heterogeneity of G-5 bank exposure results in fewer 

performance criteria, but only at low levels of aggregate G-5 bank exposure; 2) greater 

heterogeneity of G-5 UN voting affinity leads to fewer benchmarks/targets, but only when the 

borrower country’s mean “S” score is low. 

[FIGURES 4-9 HERE] 
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Together, these results provide additional support the “logrolling” view of politics within the 

IMF Board: G-5 governments appear to support each others’ financial or geopolitical interests by 

approving loans with less extensive conditionality.  However, this behavior only occurs in 

countries of relatively limited financial and/or geopolitical importance to the group as a whole.  

When G-5 collective interests are more intense, by contrast, the negative coefficient on 

preference heterogeneity loses statistical significance; in fact, the coefficients on COVG5BANK 

and COVS actually turn positive  (although they remain statistically insignificant) at the highest 

values of G-5 bank exposure and G-5 UN voting affinity.  This suggests that, to some extent, the 

“distributional conflict” dynamic re-emerges in more high-profile cases involving countries of 

broader importance to all of the G-5. 

Finally, the conditionality models also offer some evidence that certain G-5 countries are 

better able to achieve their interests within the IMF Board than others.  Specifically, Germany 

and France appear to be less successful than the other G-5 countries in securing preferential 

treatment for countries they deem financially important: IMF loans contain more PCs as German 

banks’ share of total G-5 bank exposure increases, and they contain more PAs in cases where 

French banks are more heavily exposed.  In contrast, the variables measuring American, British, 

and Japanese bank exposure shares have no significant effect on conditionality outcomes. 

Ultimately, this analysis of the determinants of loan size and conditionality provides three 

key insights about the politics of IMF decision-making.  First, they illustrate that the US does not 

unilaterally control IMF lending.  Rather, the G-5 countries as a group exercise substantial 

influence over IMF lending decisions, and the intensity and heterogeneity of their preferences are 

key determinants of both the size and terms of Fund programs.  Second, the results presented 

here also illustrate that G-5 governments’ influence – and, by extension, the autonomy of the 
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IMF staff – varies over time and across cases.  In some instances, G-5 preference heterogeneity 

leads to distributional conflict within the EB and the approval of smaller loans with more 

extensive conditionality, while in others preference heterogeneity creates scope for “logrolling” 

and the G-5 support each other’s demands for bailouts (larger loans with fewer conditions).   

Finally, the models reinforce the idea that the IMF staff also exercise significant authority within 

the Fund policymaking process.  Indeed, while G-5 governments’ financial and geopolitical 

interests carry great weight in the IMF’s decision-making calculus, the staff’s technocratic and 

bureaucratic interests also factor heavily into the equation. 

  

Conclusions 

 Who controls the IMF, and what explains variation in its lending policies over time and 

across cases?  In this article, I seek to answer this question using a common agency framework, 

in which a subset of member-states – the G-5 countries that exercise de facto control over the 

IMF Executive Board – acts collectively as the Fund’s political principal.  Within this 

framework, lending decisions are heavily influenced by the intensity and heterogeneity of G-5 

governments’ preferences, as well as the extent to which the IMF staff exercises autonomy or 

“agency slack.”  The empirical analysis provides strong support for this framework and its 

empirical predictions. 

 These findings have important implications for our understanding of the politics of IMF 

lending.  Above all, they clearly illustrate that no single actor controls the IMF.  While powerful 

states exert great influence over IMF decisions, this influence does not lie unilaterally with the 

US, and it is partially constrained by the staff’s substantial autonomy.  Likewise, the EB’s 

ultimate authority circumscribes the staff’s autonomy, despite its agenda-setting authority and 
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lead role in negotiating lending programs.  Ultimately, the relative influence of states and IMF 

bureaucrats varies over time, and control over Fund lending policies depends on what is at stake 

in a particular case. 

 Thus, rather than rejecting existing explanations of IMF lending, this article contributes 

to the literature by more clearly delineating the scope conditions under which competing political 

theories hold true.  As its critics argue, the Fund does indeed act as the servant of its largest 

shareholders in some cases, while it acts as a largely autonomous bureaucracy in others.  To 

some extent, prevailing stereotypes of the Fund among politicians, the media, and academics are 

therefore accurate.  The results presented here, however, suggest that these one-dimensional 

“blanket” explanations of IMF behavior are overly simplistic.  In the end, “who controls the 

IMF?” is a complex question that can only be answered on a case-specific basis.  The Fund is 

neither “runaway bureaucracy” nor “lap dog,” despite accusations to the contrary. 

 In addition to clarifying our understanding of the politics of IMF lending, this article also 

speaks to the relative merit of recent proposals to reform the Fund.  In particular, the paper casts 

doubt on the merits of proposals to alter the distribution of votes within the EB in order to give 

developing countries a greater say in Fund decisions.45  Implicit in these proposals is the 

assumption that reducing the influence of the G-5 countries will remove “politics” from IMF 

lending and enhance the Fund’s independence.   In contrast, my findings suggest that this 

outcome is highly unlikely occur.  Indeed, replacing G-5 votes with those of other countries 

would not necessarily result in a more technocratic or independent IMF; rather, it would simply 

replace G-5 governments’ political interests with those of other large countries.  Moreover, 

spreading voting power more evenly among a broader group of states would likely increase the 

                                                 
45 Chris Giles and Krishna Guha, “IMF Chief Seeks More Say for Asian Nations,” Financial Times, April 6, 2006. 
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scope for agency slack by exacerbating the problem of preference heterogeneity among the EB, 

the Fund’s collective principal.  Thus, eliminating the influence of G-5 domestic politics through 

EB voting reform might have the paradoxical effect of increasing the prevalence of bureaucratic 

politics in IMF lending. 

More broadly, this article also addresses an important yet under-research question about 

international organizations (IO): what exactly do they do and why?  Surprisingly, IR scholars 

have paid relatively little attention to dynamics of IO policymaking, choosing instead to focus on 

questions about cooperation, institutional design, and compliance.  While these are critical 

issues, the results presented here suggest that we can significantly enhance our understanding of 

IOs by focusing on the policies they make, rather than solely on the reasons they are created or 

why they vary in design.  Furthermore, this study addresses a key question for both rationalist 

and constructivist IPE scholars: the relative influence of states and bureaucrats in IO 

policymaking.  Rationalists have addressed this issue largely from a state-centric standpoint by 

focusing on agency slack and the logic of delegation (Hawkins, et. al. 2006).  In contrast, 

constructivists have focused more extensively on the independent influence of IO bureaucrats, 

arguing that they are “authorities in their own right, and that authority gives them autonomy vis-

à-vis states, individuals, and other international actors” (Barnett and Finnemore 2004, 5).  My 

findings strongly suggest that these approaches are complementary, and that we cannot explain 

IO behavior without considering the interests and influence of both sets of actors. 

Finally, this article highlights the utility of common agency models of delegation for 

analyzing policymaking within a variety of different institutions.  For instance, this framework 

might be applied usefully in the domestic context to analyze the extent to which central banks 

and regulatory agencies act independently of their legislative or executive principals.  Likewise, 
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we might explain variation in the policies of the World Bank, the World Trade Organization, and 

other formal IOs by focusing more closely on the heterogeneity of interests among these 

institutions’ member-states.  By focusing on preference heterogeneity as an important variable, 

we can generate and test clear hypotheses about the relative influence of principals and agents in 

a wide variety of institutions at both the domestic and international levels. 
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TABLE 1 – SUMMARY STATISTICS, IMF LENDING DATASET 

 

Variable Observations Mean 
Standard 
deviation Minimum Maximum 

Amount/quota 177 1.26 2.21 0.15 19.38 
Amount/GDP 177 2.00 2.13 0.22 14.85 
Amount (SDR, million) 177 1319.67 3218.43 11.63 22821.12 
Total conditions 171 13.36 10.48 0 58 
Performance criteria 173 6.51 2.49 0 16 
Prior actions 171 2.67 5.70 0 37 
Benchmarks/targets 171 4.18 5.84 0 27 
G-5 bank exposure ($billions) 892 8.82 14.04 0.00 78.05 
Coefficient of variation, G-5 bank 
exposure 892 115.77 45.77 0.00 223.61 
US share, G-5 bank exposure 892 0.28 0.23 0.00 1.00 
UK share, G-5 bank exposure 892 0.11 0.14 0.00 1.00 
Japanese share, G-5 bank exposure 892 0.14 0.19 0.00 0.94 
German share, G-5 bank exposure 892 0.23 0.24 0.00 1.00 
French share, G-5 bank exposure 892 0.19 0.22 0.00 1.00 
Percent bond debt 892 22.98 27.89 0.00 95.63 
Percent private non-guaranteed debt 892 23.56 24.91 0.00 100.00 
Program length (months) 177 20.27 9.35 8.25 48.00 
GDP (log) 892 10.05 1.62 5.68 14.05 
GDP per capita (log) 892 8.61 0.44 6.83 9.71 
GDP growth (%) 892 3.22 5.46 -42.45 38.20 
Current account/GDP (%) 892 -2.25 6.69 -56.20 25.60 
External debt/GDP (%) 892 51.25 29.74 0.74 231.33 
External debt service/exports (%) 892 20.37 14.58 0.28 117.81 
Short-term debt/reserves (log) 892 -0.66 1.30 -4.61 5.03 
Currency crash 892 0.12 0.32 0 1 
Veto players (log) 892 0.89 0.62 0.00 2.08 
G-5 UN voting affinity (mean "S" 
score) 892 0.17 0.22 -0.22 1.00 
Coefficient of variation, G-5 "S" 
scores 892 24.89 6.47 0.00 49.39 
Propensity score 892 0.20 0.15 0.002 0.75 
IMF liquidity ratio 892 0.31 0.07 0.20 0.46 
IMF quota review 892 0.60 0.49 0 1 
Number of currency crises globally 892 6.16 2.85 1 12 
LIBOR 892 5.98 2.15 1.73 10.75 
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TABLE 2 – LOAN SIZE REGRESSIONS 
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TABLE 3 – CONDITIONALITY REGRESSIONS 
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FIGURE 1 – IMF CONDITIONALITY: AVERAGE NUMBER OF CONDITIONS, BY TYPE, 
SHORT-TERM IMF LOANS, 47 COUNTRIES, 1984-2003 

 

SOURCE: IMF Archives.  Data are calculated from information provided in Letters of Intent, Memoranda of 
Economic Policies, and IMF Staff Reports. 
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FIGURES 2 & 3 – LOAN SIZE (AMOUNT/QUOTA): INTERACTIVE EFFECTS 
 

Minimum Median Maximum
G-5 bank exposure - log

Coefficients on G-5 bank exposure heterogeneity as G-5 bank exposure varies

 

Minimum Median Maximum

Mean G-5 S score

Coefficients on G-5 UN voting heterogeneity as mean G-5 UN affinity varies

 

 



49 

FIGURES 4 & 5 – PERFORMANCE CRITERIA: INTERACTIVE EFFECTS 

Minimum Median Maximum
G-5 bank exposure - log

Coefficients on G-5 bank exposure heterogeneity as G-5 bank exposure varies

 

Minimum Median Maximum
G-5 mean S score

Coefficients on G-5 UN Voting Heterogeneity as Mean G-5 UN Voting Affinity Varies
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FIGURES 6 & 7 – PRIOR ACTIONS: INTERACTIVE EFFECTS 

Minimum Median Maximum
G-5 bank exposure - log

Coefficients on G-5 bank exposure heterogeneity as G-5 bank exposure varies

 

Minimum Median Maximum
G-5 mean S score

Coefficients on G-5 UN Voting Heterogeneity as Mean G-5 UN Voting Affinity Varies
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FIGURES 8 & 9 – BENCHMARKS/TARGETS: INTERACTIVE EFFECTS 

Minimum Median Maximum
G-5 bank exposure - log

Coefficients on G-5 bank exposure heterogeneity as G-5 bank exposure varies

 

Minimum Median Maximum
G-5 mean S score

Coefficients on G-5 UN Voting Heterogeneity as Mean G-5 UN Voting Affinity Varies

 

  


